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Forewords 
Computational Fluid Dynamic is becoming a mature discipline in aerospace sciences. It is no 
longer only an analysis tool but ready to be used in all stages of design as well. The materials 
here presented review the growth and advances done in the last 10 years for hypersonic flow 
phenomena in continuum regime. The status of the physical modelling, code development 
issues such as algorithms, surface and field grid generation and validation data is provided. A 
number of applications examples for ascent vehicles and atmospheric re-entry vehicles are 
presented based on lessons learned at the German Aerospace Center, DLR, as well as 
experiences collected from past European technology programs. The materials here presented 
highlight future areas of research to enhance accuracy, reliability, efficiency, and robustness 
on modelling hypersonic flow phenomena.  

1. Introduction 
Current and expected developments in space transportation have led to growing interest in 
new space vehicles. Several expendable and partially or fully reusable concepts are discussed 
or already planned. These new vehicles require essential improvements over current vehicles 
in order to ensure economic viability and to fulfil mission and safety constraints. Therefore, a 
close interaction of all involved disciplines as well as the optimal use of all technical 
potentialities is necessary. Simultaneously design cycle times have to be reduced. The size 
and complexity of this problem has led to growing importance of numerical methods for 
design and optimization. Computational Fluid Dynamic (CFD) is the strategic tool which one 
day will enable to reduce dramatically the design and development-time required for new 
vehicles. A number of developments have contributed to this situation: increased robustness 
of CFD codes, lower computational costs, improvements in hardware as well as grid 
generation and more user-friendly post-processing tools.  
 
High fidelity CFD results are today based on the solution of the Navier-Stokes equations, 
including appropriate physical models to account for viscous-turbulent and high-temperature 
effects.  Although CFD can provide accurate prediction of vehicle surface pressure and 
temperature, it faces some challenges unique to the high-temperature, hypersonic 
environment. Equations for chemical and thermal non-equilibrium must be included. In the 
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boundary layer a combination of the viscous, thermal and diffusive transport phenomena that 
are functions of the chemical state of the gas must be modelled to simulate accurately the 
convective heat transfer. However, the potential of CFD is not restricted to model properly the 
vehicle's environment; a CFD analysis is particularly helpful when predicting surface 
properties in localized surface areas of topological and or geometrical complexity. In those 
cases, CFD faces several challenges. Surface and volume grids are often difficult and/or time 
consuming to generate. Perturbations to the configuration are not easily accommodated in the 
grid generation process, remaining one of the most time consuming aspects of numerical 
simulations. 
 
Validation and error estimation are critical challenges within CFD because uncertainties in 
predicting vehicle performance increase design margins (and therefore add weight lowering 
vehicle performance). CFD error estimation is predominantly based on code validation 
experience. In any given design application, the code is validated against the experimental 
data that most closely match configuration and flight parameters. Under the ideal 
circumstances, error estimation is based on fully grid-converged solutions. However, grid 
convergence studies are necessary but insufficient for establishing error estimates in the less-
than-ideal circumstances that usually prevail in hypersonic applications. Furthermore, for 
geometrically complex configurations, obtaining a grid converged solution is either not 
possible or is precluded by higher demand in computer resources. 
 
In the following sections key issues on physical modelling, numerical modelling and 
validation data for hypersonic flows are given. Future areas of research to enhance accuracy, 
reliability, efficiency, and robustness on modelling hypersonic flow phenomena are discussed 
based on a number of applications examples for ascent and atmospheric re-entry vehicles. 

  
Figure 1.1 Start of the European launcher ARIANE 5 and atmospheric re-entry of the 
European ARD capsule (ESA courtesy). 
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2. Physical Modelling 
In the last ten years, there has been a considerable progress in the modelling of hypersonic 
flow phenomena but still there is a need of improvement on several key issues [13, 19]. While 
the aim is to resolve at once the flow field surrounding a vehicle moving at hypersonic speed, 
for the purpose of the present discussion the difficulties to be confronted are classified into 
eight types. They are real gas effects; wall catalysis and ablation; radiation cooling effects; 
shock-wave boundary-layer interaction and transition; sneak flows; nozzle flows; turbulence 
and base flows; and propulsion. In the following, it is given only a short description of these 
issues without to establish any kind of ranking between them and without to forget that they 
are strongly coupled. For a deeper discussion, the interested reader is referred to the here cited 
literature.  

2.1. Real gas effects (thermo-chemically reacting gas effects) 
A real gas implies the existence of a gas in equilibrium, non-equilibrium, frozen or all of 
those states. This includes the possibility that a real gas can look identical to a perfect gas or a 
chemically-frozen gas. Real gas effects are important in hypersonic flows in terms of both 
their influence on aerodynamic performance and their effect on thermal loads. The use of a 
perfect gas assumption for re-entry hypervelocity problems may lead to a wrong estimation of 
the aerodynamic performance and the longitudinal trim, like in the case of the first flight of 
the US-Orbiter. Furthermore, real gas thermo-chemical non-equilibrium processes are also 
important for the determination of aerodynamic convective and radiative heating. They also 
affect the leeward side and base flow topology of the vehicle. The magnitude of real gas 
effects or the degree of gas dissociation affecting a vehicle depends on the vehicle shape and 
the flight path, i.e. altitude and velocity. Recently post-flight analyses using wind tunnels and 
CFD for vehicles like the winged US-Orbiter and the ARD (Europe) and OREX (Japan) 
capsules have identified real gas effects as the cause for the observed differences in 
aerodynamic performance [07, 55] or thermal environment [45] or both [51,67]. However, 
CFD and wind tunnels predicted only qualitatively those changes. For chemically frozen as 
well as chemical-equilibrium flows, there is only need for ground-based experiments for 
turbulent flows since no closure model is used in the Navier-Stokes equations in case of 
laminar flow. Between those limits, in the region of reacting-gas flows, CFD results can 
largely vary upon the thermo-chemical and turbulence models used [16, 11]. Consolidated 
data for CFD validation, obtained in high enthalpy facilities are today emerging [25 (Fig. 
2.1.1)]. However, while high enthalpy wind tunnels like the HEG (DLR) or F4 (ONERA), 
among others, at the present offer the only means of producing both the total enthalpy and 
pressure levels representative for flight conditions beyond Mach 10, they do not precisely 
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simulate flight environments. Indeed, they have a strongly limited operational range and 
therefore, their free stream conditions must be previously characterized. 
 

   
 
Figure 2.1.1 Shock standoff of a cylinder-model measured in the HEG high enthalpy facility 
compared against CFD solutions obtained with different transport coefficient models. Left: 
wind tunnel model with numerical grid superimposed; middle: CFD pressure field and surface 
solution; right: measurements (symbols) and computed values(dotted and continuous lines).  

2.2. Wall catalysis and ablation 
The study of the catalytic behaviour of aerospace materials is not a matter for fluid-dynamics 
specialists but its knowledge and consideration for the design of thermal protection systems 
(TPS) may severely affect the vehicle performances. Indeed, until now the design of TPS is 
made under the hypothesis of full catalytic wall conditions. It means that the flow is 
considered to be in an equilibrium state on the surface and that the catalytic properties of the 
material are always overestimated. This first approximation can be acceptable for vehicles 
that allow large margins in thermal loads, in practice non-reusable ones. However, having in 
mind that reduced wall catalysis can decrease the heat transfer by a factor of 2 or 3, the above 
assumption results in strong limitations for reusable space transportation systems and in 
particular for vehicles with high wing load where the additional TPS-weight increases 
unnecessarily the wing load factor. For reusable vehicles, the minimum requirement for re-
usability is that the operational envelope of the material reliably exceeds the conditions it is 
exposed to during re-entry. Navier-Stokes results using global catalytic models for 
configurations with TPS based not only on SiO2 but also SiC are today available [08, 33]. 
While ceramic materials proved so far to have excellent oxidation characteristics for typical 
re-entry profiles, insufficient knowledge of the true local parameters may lead to “active” 
oxidation, i.e. rapid surface degradation. The most important parameters defining the 
oxidation mode are the local temperature, pressure, gas composition and flow conditions. 
Furthermore, the plasma-surface interaction, and particularly the specific surface 
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recombination reaction of atomic oxygen, depends strongly on the chemical state of the 
surface material. In fact, the reactive flow interaction should be different if the material is 
already oxidized or not [26, 35]. New detailed catalytic models that account for active/passive 
oxidation effects are now emerging [24 (Fig. 2.2.1)].  
 

 
 
Figure 2.2.1 Computed heat flux densities and SiC-recombination coefficients at the surface 
of the MIRKA capsule compared with heat flux densities values measured during re-entry 
flight. Left: capsule geometry and reference coordinates; right: measurements (symbols) and 
computed values (dotted and continuous lines). (Courtesy IRS). 
  
Ablation of aerospace materials is also not a matter for fluid-dynamics specialists but until 
today it is a low cost TPS solution and therefore used in almost all capsule-shape vehicles. 
Ablation during re-entry is dictated mostly by radiative heating. Convective heat-transfer rates 
are nearly zero because the outward flow of ablation products prevents the conductive heat 
flux, due to the hot regions, to reach the wall. The product gas of ablation forms a layer, 
called ablation-product layer, which prevents that the hot shock layer gas reaches the wall. 
The ablation-product layer absorbs a portion of the radiative flux directed toward the wall. In 
order to accurately predict the extend of ablation of the heatshield, one must accurately 
predict the thickness of the ablation-product layer and the thermochemical state therein. For 
cone-shaped nose tips, one-dimensional analysis provides rather accurately results. However, 
for capsule shapes besides problem like chemical and turbulence models, bursting process is 
the most critical one. Indeed, the burst particles may penetrate deeply into the inviscid region 
of the shock layer, vaporize, and absorb or emit radiation therein. Models of such 
environment are not yet available [05, 34] 
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2.3. Radiation-cooling effects and thermal-fluid coupled analysis 
Thermal surface effects and their implications on hypersonic vehicle design are being a matter 
of more attention by the scientific community. An overview of the overall problem is found in 
[27]. Surface radiation cooling can be considered as the basic cooling mode of high-speed 
vehicles operating in the earth atmosphere at speeds below approximately 8 km/s. Under this 
condition, typical for the re-entry flight from a low earth orbit, emission and absorption 
processes in the air stream can be neglected. Radiation cooling involves very interesting fluid 
mechanical problems with strong implications for the design of hypersonic vehicles. One 
should take into account the important coupling between the radiation-cooled surface, the 
flow field and the heat loads. Indeed, the thermal state of the vehicle surface affects or 
interrelates with the boundary layer, the shock interaction phenomena and if thermal and/or 
chemical non-equilibrium is present, also with the catalytic surface recombination. Today is 
possible the simulation of surface radiation cooling effects in laminar flows by means of 
CFD. For turbulent flows, heat-transfer as well as mass-transfer is mainly regarded by 
choosing a constant turbulent Prandtl number. On the experimental side, arc-jet facilities 
operate at very low Reynolds numbers and experimental validation of that phenomenon in 
high-enthalpy wind tunnels is not possible as long as the surface of the model is not 
previously heated. However, basic experimental works on the influence of the surface 
temperature and the surface-near temperature gradient on the properties of turbulent flows are 
now emerging [47]. 
 
Besides radiation cooling, thermal-fluid coupled analyses are also important. Particularly for 
geometries with small radius, like leading edges, gaps or slots, coupled thermal-fluid 
solutions exhibit notoriously reduced levels of heating. Indeed, the radiation adiabatic wall 
assumption is a good hypothesis everywhere except at the edges of gaps where the differences 
on temperature between coupled and uncoupled solutions may amount almost a factor 2. 
While first CFD results of coupled thermal-fluid analysis have been reported in the past [18], 
today considerable progress are being made in the development of the coupled computational 
tool [38, 42 (Fig. 2.3.1)].  
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Figure 2.3.1 Surface temperature distribution measured in the arc jet facility L3K for a wedge 
compression corner model with closed gap compared with computed values obtained without 
and with fluid-thermal coupled analysis. Left: model geometry; right: measurements 
(symbols) and computed values (dotted and continuous lines). 

2.4. Shock-wave boundary-layer interaction and Transition 
The shock waves originated by the vehicle flying at hypersonic speed are the origin of 
interference phenomena resulting, first from the intersection between shocks, and second 
from their interaction with the boundary layer developing on the vehicle surface. Such 
interactions may induce separation of the boundary layer. In high-enthalpy hypersonic flows, 
the subsequent reattachment of the separated shear layer gives rise to the heat transfer which 
can be far in excess of those of an attached boundary layer. Laminar/turbulent-transition 
prediction in hypersonic flows remains one of the most important unresolved fluid dynamic 
problems [54, 61]. Because of their great practical importance, these phenomena have been 
extensively studied during the past 50 years and are still the subject of investigations due to 
their extreme complexity. Indeed, its importance for vehicle-design lies in the fact that, 
transitional thermal loads are about 3 times larger than laminar ones, exceeding also the fully 
turbulent thermal loads. While the transition phenomenon can be triggered by sources of 
different nature like flow instability, stream wise vortices, surface roughness or TPS-
misalignments, it involves, in all cases, complex mechanisms affected by, among others, 
Mach and Reynolds number, real gas and wall catalysis effects. On deflected control surfaces, 
the resulting concave curvature in stream wise direction induces a centrifugal imbalance 
within the viscous layer resulting in stream wise vortices also called Görtler vortices [69]. 
Under hypersonic conditions Görtler vortices, which can be induced with a very low amount 
of stream wise curvature, are responsible for a premature transition and 25% more heating on 
the controls surfaces than in a case of transitional flow without stream wise vortices. 
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Since the transition modelling process remain rather complex, semi-empirical criteria have 
been used to predict the onset of transition. Most of these criteria were obtained and calibrated 
in cold gas facilities, using wind tunnel models with distributed surface roughness [04, 09]. 
For cold hypersonic flow-problems, transition-onset prediction using CFD coupled with semi-
empirical criteria based on boundary-layer stability has been recently reported [57, 43]. 
Furthermore, CFD Navier-Stokes codes have been successfully applied to predict Görtler 
vortices under laminar and turbulent conditions [40]. However, the extension of those 
research efforts to cover the hot hypersonic flow regime is not easy without flight 
measurements [03]. Indeed, there is today a relative large amount of experimental data 
available from several European and US facilities to assess the efficiency and heating of 
control surfaces for Mach numbers up to 10. The situation in the high enthalpy flow regime is 
not the same, there the amount of available experimental information is scarce and the 
comparison between CFD and WT results is not completely free of questions [53, 15]. Here 
also the unsteady character of the interacting process requires more attention since it seems to 
be a key factor. High enthalpy, low Reynolds number, transitional flow is a recent identified 
problem that requires more research effort to be understood [25 (Fig. 2.4.1)]. 

 
Figure 2.4.1 Heat-flux distribution measured for an X-38 model in the high enthalpy tunnel 
HEG (symbols) for two different flap deflections compared with CFD predictions done 
assuming, for the 20o flap deflection, laminar flow, and for the 30o case laminar flow and 
transition fixed at the flap hinge line (i.e. assuming turbulent flow on the flap). 
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2.5. Sneak flows 
Many of the aerodynamic heating problems encountered by practical re-entry vehicles are not 
represented by small-scale wind tunnel models employing idealized and smooth loft line 
surface contours and are extremely complex to be resolved by CFD.  They are the motivation 
of what today is known as local aerothermodynamics, and as examples one can mention 
leakage effects, bleed flow around control surfaces and surface distortion as [60 (Fig. 2.5.1)].  

 

 

        
 
Figure 2.5.1 Temperature distribution measured in the arc jet facility L3K for a generic 
nosecap model and computed simulations without and with leakage effects. Top: wind tunnel 
model with first row of TPS behind the generic nosecap; bottom left: CFD solution without 
leakage between nosecap and TPS; right: CFD solution allowing leakage underneath the 
nosecap. 
 
Due to imperfections of the outer surface of flight vehicles, resulting from manufacturing 
accuracy and/or mechanical and thermal loads during flight, leakage flows are present often 
underneath the TPS tiles or into cavities such as reacting controls systems (RCS) or leading 
edge panels. In the case of aerodynamic control surfaces, it is impossible to seal completely 
the gap between the control surface and the configuration. The resultant bleed of high-energy 
airflow between the adjacent control surfaces may cause critical heatshield design problems 
not entirely because of the high heating rates but also because of the lack of radiation relief of 
the surfaces caused by very low radiation view factors between adjacent surfaces [70]. The 
solution of those types of problems, which can jeopardize the vehicle integrity, requires, even 
today, the use of specific transposition to flight modelling techniques with large security 
margins. On the experimental side, the arc-jet facilities allow testing only partial 
configurations and it is not possible to match simultaneously all flight parameters. CFD 
solutions, on the other side, suffer not only the lack of flexibility of the grid generation 
technique to handle properly the geometrical configuration details but also at the solver level, 
new developments are required to handle micro-scale phenomena [06]. 
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2.6. Nozzle flows 
One of the major concerns of the aerospace industry is the overexpansion regime of future 
high area-ratio nozzle, in particularly flow separation and consequences on side-loads and 
thermal loads. The most significant parameter for aerodynamic performance of propulsion 
engines is the area ratio of expansion of the nozzle. Presently the area ratio is limited by the 
need for attached flow conditions for all ambient pressures that occur during ascent of a 
vehicle. Further increase of the area ratio would result in flow separation for the highest 
ambient pressures, which, based on present structural properties of nozzles, may lead to 
mechanical failures due to large side loads generated by asymmetric flow separation in the 
nozzle [62, 59]. In addition, the exhaust plumes of the vehicle nozzles (main engines or 
thrusters for control) act as disturbance of the external flow creating an effect that can change 
the pressure distribution on the vehicle surfaces surrounding the exhaust plume [28, 48]. The 
supersonic jet emanating from the nozzles interacts with the external main flow around the 
body. In the interaction zone a turbulent mixing layer, a re-circulation region and a shock 
system, plume shock/barrel shock, and reattachment regions with considerable heat loading 
may be formed. These perturbations, mostly of unsteady character, lead to interaction forces 
that must be accurately predicted in order to obtain the desired vehicle performance. 
Simulations of such phenomena in wind tunnel are not simple. It is difficult, when not 
impossible, to match all variables at the same time, i.e. flight-path parameters and jet-flow 
parameters. Here CFD can provide an important contribution in the elaboration of 
extrapolation models for flight conditions. However, it requires the use of unsteady 
formulations for both turbulence and chemistry models [10, 20 (Fig. 2.6.1)]. 

 
Figure 2.6.1 Time accurate numerical simulation of nozzle flow. Pressure field, Mach disk 
and stream lines visualization for two different time steps.  
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2.7. Turbulence and base flows 
Turbulent flow is one of the oldest unresolved fluid dynamics problems and hence, there is no 
need to address its importance for a vehicle design here. In addition, turbulent flows are 
present in almost all of the previously described unresolved issues and therefore, any 
improvement in the knowledge of this phenomenon will positively influence the 
understanding of the other problems. Improvements are achieved via direct numerical 
simulation and wind tunnel experiments equipped with non-intrusive measurement devices. 
Based on those results new turbulence models are under development. However, one can say 
that except in transonic and, moderately, supersonic flows, experimental results for 
hypersonic turbulent flows are scarce. In addition, attention should be given to unsteady flow 
phenomena [Sinha]. Today there is a lack of physical understanding on turbulent reacting 
supersonic as well as hypersonic flows particularly if such flows have unsteady character. 
Most of the experimental facilities require artificial devices to trigger turbulent flow 
(turbulence generators) and is hard to guarantee that the flow becomes turbulent everywhere. 
Re-laminarization of the boundary layer due to flow expansion may happen on configurations 
exhibiting local flow separations. On the CFD side, the turbulence models used are, very 
often, straightforward extensions of models constructed for incompressible flow. Indeed, the 
Baldwin-Lomax model [02], one of the most popular turbulence models in the aerospace 
community due to its simplicity, was developed for 2D transonic flow with small separations 
but it is used to describe 3D hypersonic flows with massive flow separations! [12]. 
 
The flowfield and heat transfer rate distribution in the base region of space vehicle is difficult 
to predict because crossflow, vortex flows, turbulence, inviscid shear flows, entropy layers 
and temporal instabilities affect the behaviour of such flows. In high-enthalpy flows, these 
effects are combined with chemical reactions. There are various possibilities to model such 
flows. These range from Reynolds Average Navier-Stokes to Large Eddy Simulation, to 
Direct Numerical Simulation. The Reynolds Averaged Navier-Stokes approach (RANS) 
attempts to solve for the time-averaged flow. This means that all scales of turbulence must be 
modelled. Since the large scales for separated flows are very dependent on the geometry, 
RANS models often fail to provide accurate results for these flows in particular when the flow 
is unsteady. However, they lead to good prediction of attached flows. On the other side, 
Direct Numerical Simulation  attempts to resolve all scales of turbulence, i.e. from the largest 
to the smallest, the grid resolution requirements are very high, and scales rapidly with 
Reynolds number. Large Eddy Simulation attempts to model the smaller, more homogeneous 
scales, while resolving the larger, energy containing scales. However, the resolution needed 
for CFD investigations using Large Eddy Simulation models is far too large in order to be 
used for practical problems [65, 71]. Recently hybrid turbulence models, so-called Detached 
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Eddy Simulation (DES) models are emerging combining the advantage of RANS models 
close to the wall and LES models in the core flow [41 (Fig. 2.7.1)].  
 

 

 
 
Figure 2.8.1 Numerical simulation for a supersonic turbulent wake of cylinder. Top: local 
distribution of the turbulent kinetic energy. Bottom: base pressure measured (symbols) and 
computed (continuous line) using different turbulence models. Left: Reynolds average 
Navier-Stokes. Right: Detached Eddy Simulation.   

2.8. Propulsion 
Physical models for propulsion applications include turbulence, chemistry, and boundary-
layer transition. Among these, turbulence is the critical item and drives the fidelity of the 
calculations. Current turbulence models used in propulsion are of the one- and two equation 
types. The primary requirement from CFD is the prediction of injector performance, 
combustor wall temperatures and heat loads, overall combustion chamber performance and 
description of the complex, multiphase environment of the combustion chamber at hot-fire 
conditions. The complexity of the combustion process occurring in a fluid medium stems 
from the many physical processes of different types, different natures, different temporal and 
spatial scales, and different degrees of being describable by deterministic models. Second, all 
of these processes usually are strongly coupled, making it difficult to simplify the problem. In 
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addition, multiphase reacting flow models are affected by the turbulence and chemistry model 
used; turbulence and combustion interaction; two-phase flow coupling; the spray combustion 
model; the vaporization rate; atomization; particle size [17, Kassal]. Indeed, multiphase 
combustion modelling is still largely an art that relies heavily upon empirical correlations. 
Although there are codes available that contain an impressive array of combustion models, 
they are prohibitively expensive to use for any realistic three-dimensional geometry and flow 
conditions. It is envisioned that as the next generation solvers become available, if a factor of 
10 increases in computational efficiency is realized, multiphase combustion calculations will 
become more frequent. As in other areas, lack of data for validation, coupled with the high 
cost of obtaining these measurements, is the major roadblock in determining the effectiveness 
of these models [56]. Indeed, the prediction of injector/combustor flows requires a robust and 
highly efficient numerical platform that can be used for both steady state and transient 
calculations. In addition, a comprehensive set of physical models and sub-models needs to be 
incorporated into the codes. These include volume-of-fluid methodology for tracking 
immiscible gas and liquid phases, Monte Carlo techniques for tracking of finite-size droplets 
or particles, equilibrium and finite-rate chemistry models, liquid atomization, droplet collision 
and break-up models, sub- and super-critical droplet vaporization models, turbulent dispersion 
models, and turbulent chemistry interaction models. 

3. Numerical Modelling 
CFD has the greatest prospects of the aerospace community by means of it, it might be 
possible to optimize one day the wind tunnel and the costly flight experiments. However, 
there is still a long way to go, to achieve this goal. In the last years, only modest progress has 
been made on the algorithms used in hypersonic CFD codes. However, significant progress 
has been achieved on surface and flow field discretization using structured and unstructured 
grid methods, and significant gains in efficiency are being obtained through the increasing use 
of parallel computers. Computers are the tools of CFD and they still drive its progress. At 
present the major contributions of CFD in a design process are to provide at early stages of 
the project with preliminary data; to contribute to the analysis of flow anomalies detected in 
ground based facilities and / or during flight experiments and to provide data for such flow 
regimes where no ground-based facility is available. Also foreseeing in a coming future is the 
application of CFD in multidisciplinary design optimization tasks. The following sections 
shortly discuss issues on grid generation, computational algorithms, multi-design optimization 
and hardware requirements. For a deeper discussion, the interested reader is referred to the 
here cited literature.  
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3.1. Grid Generation 
Surface modelling and grid generation appear to be the most significant contributors to the 
total time required to generate a CFD solution. Configuration details like antennas, inspection 
doors, gap and slots are not easy to accommodate unless special considerations and foresights 
are applied in the initial grid generation process. Even though tools have gained great 
sophistication, they remain cumbersome and restrictive, and require skills that are not 
generally available in researchers and designers. The efficiency and accuracy of the interfaces 
between different Computed Aid Design systems used for surface modelling must be 
improved as well as the treatment of often-imperfect data. Today an extensive array of block-
structured methods, unstructured grid methods, and hybrid schemes are now available, 
although no single method has emerged as the preferred approach. Numerical schemes for 
block structured methods, including patched and overset grids, are the most efficient methods 
for high Reynolds number simulations, but are the most labour intensive in terms of grid 
generation. Indeed, structured grid generation for relatively complex configurations requires a 
minimum of six to twelve weeks of effort, even if CFD and grid generation specialists are 
working together [50]. On the other side, hybrid grid methods have emerged as the methods 
of choice for high Reynolds number viscous flow on complex 3D configurations because of 
their relative speed and low need of user interaction in the grid generation process. In this 
approach, a structured layer of points is developed near the surface and connected to the outer 
field through an isotropic distribution of unstructured grid (Fig. 3.1.1). In comparison with 
structured grids, unstructured grid generation requires for the same configuration 
approximately twelve times less time but at the present the performance of the numerical 
algorithms for unstructured and/or hybrid grids are about ten times slower than those for 
structured ones [23]. 
 

 
Figure 3.1.1 Hybrid grid for the analysis of internal flows. The number of different boundary 
parts for the created mesh is fixed by the geometry-data file. Initial point distributions on 
surfaces and far field boundaries can be controlled by input parameters. Growing rates, shapes 
of boundary layers etc, are also user-controlled input parameters. 
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3.2. Computational Algorithms 
From a numerical point of view, there are unique challenges to the hypersonic flow 
environments. A simple test case includes flow domains with strong contrasts [39 (Fig. 3.2)]. 
Some of the most important algorithmic advances for the computation of hypersonic flows 
have been in the development of upwind and non-oscillatory schemes for improved shock 
capturing. While central difference schemes with upwind-biased or non-oscillatory dissipation 
operators are included in this class of algorithms upwind schemes, flux-differences or flux-
vector-splitting, undoubtedly have become the main spatial discretization techniques adopted 
into nearly all major research and commercial codes. As CFD is being used more routinely, 
the need for maximizing accuracy, efficiency and robustness for a wide variety of problems 
remains the foremost concerns. In spite of the progress achieved, deficiencies like post-shock 
overshoots and pressure oscillations along the transverse direction in the boundary layer 
continue being a problem [37]. In addition, numerical schemes of order of accuracy greater 
than two are necessary to handle properly, wave propagation problems. In general, the flow 
equations are solved to steady state by properly posed, time dependent problem and marching 
the solution to large time with steady state boundary conditions. The algorithms that are in use 
for time-stepping can be classified as either explicit or implicit schemes. Although compared 
with implicit schemes, explicit schemes are extremely expensive for the highly stretched grids 
associated with high Reynolds number viscous simulations (the explicit time step scales as the 
square of the mesh size for pure diffusion model problems), they are widely used due to they 
relatively easy coding. The most extensively used explicit method is the Runge-Kutta time 
stepping one, originally introduced to the solution of the Euler equations together with 
residual smoothing to extend its stability limit [29]. The solution of the 3D Navier-Stokes 
equations has become more acceptable by the aerospace industry with the advancements in 
multigrid algorithms that have significantly accelerated the convergence to steady state over a 
single-grid algorithm [44]. This technology is still not fully developed for the treatment of 
chemical source terms but the prospects exist for considerable further enhancements to the 
convergence rate [30]. In addition, local preconditioning is another algorithmic enhancement 
that is currently under development to address problems associated with convergence and 
truncation errors in very low velocity flows, such as the stagnation region of a blunt body. 
Finally, the equations that represent chemical and thermal non-equilibrium flows contain 
source terms that may add stiffness to the numerical scheme used for the solution of the 
governing equations. This is particularly true when the chemical time scale is relatively 
smaller than the fluid dynamic time scale, and is typically solved implicitly with either 
explicit or implicit time-stepping methods [32]. 
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Figure 3.2.1 Numerical simulation for the flow field around a vehicle moving at hypersonic 
speed, Mach = 10, 40o angle of attack. Flow domains that vary from subsonic stagnation 
regions, with high-pressure and temperature, behind a strong bow-shock wave to high-speed 
low-density, high Knudsen-number, regions at the lee side of the configuration are observed. 
Embedded shocks and vortices and a large separated base flow complete the picture.  

3.3. Multi-design optimization and Hardware 

Faster numerical schemes, programmed to take advantage of today’s highly clustering 
computer systems (above 800 nodes) in combination with faster and highly user friendly grid 
generation systems are required. The great challenge of CFD is to provide solutions in the 
order of minutes so that CFD may be an intimate and integral part of the design process. In 
general multi-design applied methods can be divided based on their orientation into 
multidisciplinary methods and disciplinary methods. Multidisciplinary methods are used 
mainly in the pre-design stage for a rough assessment of the vehicle characteristics and a 
preliminary interaction of the involved disciplines. Their computational effort is low because 
of the relatively simple models used for aerodynamic, structure, etc [64, 22]. However, most 
methods for hypersonic flows are a kind of disciplinary methods. Disciplinary methods are 
used mainly in the design stage for an exact calculation and improvement of the vehicle 
characteristics. Their computational effort is significant because of the sophisticated models 
used. In addition, classical optimization algorithms used can be divided based on their 
underlying strategy into algorithms with heuristic strategy and algorithms with deterministic 
strategy. Algorithms with heuristic strategy work with help of the coincidence. The 
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parameters are changed unsystematic within the constraints and only the parameters, which 
fulfil the demands formulated through the objective function best, are stored. Algorithms with 
deterministic strategy work with information about the gradients of the objective function. 
The gradients and with this the direction, where an improvement of the objective function can 
be expected, are calculated with finite differences or adjoint equations. The parameters, which 
fulfil the demands best, are located by parabolic extrapolation or Newton method. This 
continues until gradients cannot be found anymore. Algorithms with heuristic strategy 
guarantee a certain determination of global extreme but require a significant effort. 
Algorithms with deterministic strategy cannot guarantee a certain determination of global 
extreme in case of complex parameter spaces but require less effort [66 (Fig. 3.3.1)]. The 
adaptation of proven computational capabilities combined with new approaches to produce 
the next generation of computational tools for design and analysis is being considered today. 
A limitation in this approach is the lack of a standardized, robust, efficient data format to be 
used in the exchange of information between the various stages of a numerical simulation, i.e. 
grid generation, solver and post-processing, using either in-house or commercial simulation 
tools. To overcome that problem efforts like the CFD General Notation System, to provide a 
standard for recording and recovering computer data associated with the numerical solution of 
the equations of fluid dynamic are emerging  [31, 36, 58]. 
 

 
Figure 3.3.1 Optimization of the subsonic L/D value with restricted geometry changes for a 
generic re-entry vehicle. Left: original configuration; right: optimized configuration. The 
resulting configuration shows an added geometrical bump that improves the L/D in 5%.  
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From the hardware point of view, the requirements are processing speed, storage capacity, 
pre-processing capability, graphic post-interchange, and communication bandwidth for the 
exchange of data and for the use of remote facilities. Computer speed has grown in the last 
decade by an order of magnitude every five years, a trend that will continue. Central memory 
has historically growth with computer speed as about one byte per flops. Mass storage and the 
associated search and data base software however, have grown slower. Indeed, semi-archival 
storage should be at least 1000 times larger as today.  

4. Validation Data 
Although CFD simulations are widely conducted in industry, government and academia, there 
is less agreement on procedures for assessing their credibility. There is no fixed level of 
credibility or accuracy that is applicable to all CFD simulations since the accuracy level 
required of simulations depends on the purpose for which the simulations are to be used. The 
two main principles that are necessary for establishing credibility are code verification and 
validation. Validation is the process of determining the degree to which a model is an accurate 
representation of the real world from the perspective of the intended uses of the model [01]. 
To accomplish its mission, CFD strongly requires good wind tunnel and flight data to be used 
for code validation and when necessary code calibration too. Only validated CFD codes 
should be used to predict flow phenomena. According, there are two main sources of CFD 
errors: the code numerical accuracy and the accuracy of the physical models used in the code. 
The numerical accuracy of a computer code hardly depends on the correct numerical solution 
of the necessary set of equations required by the problem. This process of determining that a 
model implementation accurately represents the developer’s conceptual description of the 
model and the solution to the model is called code verification.  Solutions are regarded as grid 
independent when the observed changes of the results between two consecutive grid densities 
are less than the required accuracy. Grid convergence studies, i.e. start computing on a large -
fine- grid and then reduce the size of the grid by neglecting every second point in each co-
ordinate direction while monitoring the solution, are a necessary but insufficient metric for the 
estimation of numerical accuracy errors. Comparisons of numerical solutions with 
experimental data are also necessary but not enough to determine physical modelling errors. 
Indeed, numerical accuracy and physical modelling errors are coupled because the physical 
models are function of flow parameters and their gradients, which are function of grid 
resolution. In addition, for hypersonic problems is very difficult to de-couple effects. For 
example, surface radiation cooling influences directly the vehicle heat loads but also the state 
of the boundary layer, i.e. laminar or turbulent, which in turn will have again an effect on the 
heat loads. Therefore, confidence in CFD predictions depends ultimately on comprehensive 
comparisons with experimental data with well-defined error bounds (Fig. 4.1). 
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Figure 4.1 Summarizes the impact several source of errors on pitching moment prediction. 
Viscous effects are addressed by comparing Euler with Navier-Stokes solutions. High 
temperature effects are obtained comparing solutions for equilibrium flows with perfect gas 
flows. The change in pitching moment due to non-equilibrium effects exhibits the difference 
with respect to equilibrium flows. The figure shows that the high-temperature equilibrium-
flow effects are extremely important. However, the largest contribution to the error band 
results from neither the physical modelling nor the discretization error but from the 
geometrical representation of the respective configuration. 
 
Associated with the verification and validation procedures, one should define code numerical 
uncertainties and the uncertainty of the physical models respectively. Methods for prediction 
the magnitude of uncertainty or for bounding the magnitude of the error are required for any 
verification and validation procedure. The concept of an error band assumes that, within this 
band, the value of the true numerical solution error will occur with 95% confidence or 95 
times out of 100. Therefore, it is important to quantify the error bands and understand the 
sources and mechanisms of the errors. The impact of these uncertainties is a separate 
consideration and more the concern of the customer of the CFD predictions but certainly, with 
such process the current practice of adjusting computations to match experimental findings 
could be greatly reduced. Best practices for reduction of uncertainties in CFD results are 
emerging [46, 14].  
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There are two main sources for CFD validation data: wind tunnel tests and flight experiments.    
Wind tunnels are the major source of flow data. They are very important because they allow 
„controlled" simulations and therefore a better understanding of the flow physics. Although 
wind tunnels are a useful tool for CFD validation and physical understanding of flow 
phenomena, today it is recognized that the simulation of all flight conditions in a wind tunnel 
is not possible. Particularly, flight Reynolds numbers and flight Mach numbers associated 
with high enthalpy flows are critical to simulate. Wind tunnels have also limitations inherent 
to the type of facility, operation form (open or close, continuous or blow down, etc) and 
instrumentation used. Furthermore, in the future to enhance data credibility several factors 
must be quantified as for example: radial and axial flow uniformity; partial flow blockage 
phenomena; sting interference effects; flow particle levels; vibration excitation and possible 
departure from equilibrium; flow liquefaction; free-stream disturbance level due to acoustic 
disturbances radiated from the nozzle; etc. [52, 68, 21]. 
 
In flight-measurement constitutes the only way to obtain data for prediction tools validation 
and calibration under real conditions and therefore, they are irreplaceable for CFD validation 
[49]. Requests for flight data range from classical like surface pressure, temperature and heat 
flux, to more specific ones like control surface efficiency, catalytic behaviour of the TPS, 
knowledge of the real state of the gas surrounding the vehicle, active/passive oxidation or 
boundary layer flow status (i.e. laminar, turbulent or transitional). However, flight 
measurements are expensive, they require considerable time for preparation and their 
complete repeatability is not always possible. Indeed to repeat a same fly path under similar 
atmospheric conditions is one of the major sources of the difficulties. In addition, the data 
obtained for phenomena that cannot be directly measured may contain important 
uncertainties. Indeed, e.g. measurements to detect boundary layer transition strongly depend 
on boundary layer contamination, a phenomenon not always easy to quantify. Furthermore, 
while flight experiments are generally done with sufficient instrumentation to measure local 
flow phenomena, they are not sufficient to accurately predict global phenomena such as 
laminar-turbulent boundary layer transition or surface catalysis effects. 

5. Summary 
The expected developments in space transportation have been historically the motivation for 
growing interest in Computational Fluid Dynamic for aerospace sciences. Today CFD is 
becoming a mature discipline, widely used in industry, government and academy. However, 
the tremendous loose of momentum in space programs, worldwide in the last decade, has 
severely affected new developments on modelling of hypersonic flow phenomena. 
Moderately progress has been only achieved in most of the research areas. While high fidelity 
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CFD results are today based almost on the solution of the Navier-Stokes equations, they still 
require validated models to account for viscous-turbulent and high temperature effects. In the 
past, validation data have been achieved as secondary product of expensive space-
transportation programs. Since in the last ten years there has been almost no successful 
program due to lack of investment, no new experimental data are available. According, a new 
trend is emerging for low cost technology validation in flight based on the use of old military 
rockets. 
 
In the last ten years, a major problem of concern on the physical modelling side is the 
availability of experimental data for model validation in the hot hypersonic regime. Probably 
the most notoriously progresses have been on the side of thermal protection systems. There, 
new catalytic models accounting for active / passive oxidation and computational tools for 
fluid-thermal coupled analysis are starting to evolve. Based on the few flight experiments 
carried out in the past decade, real gas effect could be confirmed. Progresses in nozzle flow, 
transition and turbulence have been droved by advances in the treatment of unsteady flows. 
Indeed, unsteady flow phenomena are becoming more attention and since they are present in 
almost all the hypersonic problems, any improvement in this area positively influence the 
understanding of the other problems.   
 
On the numerical modelling side, only modest progress has been made on the algorithms 
used. Up-wind schemes have become the main spatial discretization in hypersonic CFD codes 
while significant progress has been achieved on surface and flow field discretization. Today 
an extensive array of structured, unstructured and hybrid grid methods are available. Taking 
advantage of the tremendously grows on speed and capacity of today’s computer systems, 
multidisciplinary and multi-design optimization methods and 3D simulation of combustion 
processes are emerging. According, standards for communication between different systems 
are evolving.  
 
Probably on the side of code verification and validation, one may found the largest progress. 
Today, there is a common sense that progress in hypersonic modelling would be achieve only 
by integrating the working teams with specialist of different areas, particularly seating 
together experimentalist and numerical specialist. In that sense, procedures and recommended 
practices for assessing the credibility of the CFD simulations are starting to appear.      
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